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Outline

• How LLMs “think”

• Grounding LLMs with a cognitive foundation

• Expanding LLMs with GOFAI
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Three technologies enabled ChatGPT

Language Modeling

Transformers

Instruction Tuning
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It began with machine translation

h0

The

“The patient fell.”

Using a recurrent neural network (RNN).
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Encoding sentence meaning into a vector

h0

The

h1

patient

“The patient fell.”

Using a recurrent neural network (RNN).
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Encoding sentence meaning into a vector

h0

The

h1

patient

h2

fell

“The patient fell.”

Using a recurrent neural network (RNN).
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Encoding sentence meaning into a vector

RNN is like a hidden Markov model but doesn’t make the 
Markov assumption and benefits from a vector representation.

h0

The

h1

patient

h2

fell

h3

.

“The patient fell.”
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Decoding sentence meaning

El

h3

Machine translation.
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Decoding sentence meaning

El

h3 h4

Machine translation.
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Decoding sentence meaning

El

h3

paciente

h4

Machine translation.
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Decoding sentence meaning

Machine translation.

El

h3

paciente

h4

se

h5

cayó

h6

[Cho et al., 2014]

• It keeps generating until it generates a stop symbol. 
• It used a kind of interpolation from a huge set of training data.
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Attention [Bahdanau et al., 2014]

El

h3

paciente

h4

se

h5

cayó

h6

h0

The

h1

patient

h2

fell

h3

.
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Transformers:
Attention is all you need 
https://arxiv.org/abs/1706.03762

https://arxiv.org/abs/1706.03762
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“The” “patient” “?” “and” “she”

How transformers think: tokens with keys, 
queries, and values

key
query
value

key
query
value

key
query
value

key
query
value

key
query
value

queryquerykey key

Σweighted value = weight × value
key " query = weight weighted values

weighted value = weight × value
key " query = weight

It computes a combined representation 
of itself combined with the 
representations of the tokens around it.
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Sizes
𝑣 vocab size
𝑑 embedding size
𝑙 length of text input in tokens

Learned Weight Matrices
𝐸!×# embedding matrix
𝑊$

#×#! query matrix
𝑊%

#×#! key matrix
𝑊&

#×#" value matrix
𝑊#"×# linear

Recall from matrix multiplication
𝑋'×(𝑌(×) = 𝑍'×)

𝑋#×$
Use 
embedding 
matrix to get 
data

𝑄#×$! = 𝑋#×$𝑊%
$×$!

𝐾#×$! = 𝑋#×$𝑊&
$×$!

𝑉#×$" = 𝑋#×$𝑊'
$×$"

Compute 
queries, keys, 
and values

𝐴#×# = 𝑄𝐾(
Compute 
attention 
weights

(𝑋#×$" = 𝐴#×# 𝑉#×$"
𝑋)*+,#×$ = (𝑋#×$"𝑊$"×$

Use weights to 
get values and 
resize for next 
layer
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“The” “patient” “?” “and” “she”

key
query
value

Σ

querykey

weighted value = weight × value
key " query = weight weighted values

How transformers think: tokens with keys, 
queries, and values

weighted value = weight × value
key " query = weight

query key

key
query
value

key
query
value

key
query
value

key
query
value

It computes a combined representation 
of itself combined with the 
representations of the tokens around it.

GPT-3: 96 heads, 1248 embedding size, 48 layers, plus details like positional encoding
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Train an evaluation model to determine how good an output is.
1. Have humans rate outputs.
2. Train an evaluation model on those ratings. In RL, that 

evaluation model is called a reward function.

Use that evaluation model to guide autonomous learning.
• Begin with the language model trained on the internet.

Instruction Tuning: Reinforcement Learning 
with Human Feedback (RLHF)
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RL is a gradual stamping in of behavior

• Some behaviors arise more from a  
gradual stamping in [Thorndike, 1898].

• Became the study of Behaviorism 
[Skinner, 1953] (see Skinner box on the 
right).

• Formulated into artificial intelligence as 
Reinforcement Learning [Sutton and 
Barto, 1998].

By Original: AndreasJS Vector: Pixelsquid - This file was derived from: Skinner 
box scheme 01.png: by AndreasJS, CC BY-SA 3.0, 
https://commons.wikimedia.org/w/index.php?curid=99322433

A “Skinner box”

Reinforcement learning: the first 100 years
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RL in a nutshell: begin with random exploration

In reinforcement learning, the agent often begins by randomly 
exploring until it reaches its goal.
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RL in a nutshell: begin with random exploration

In reinforcement learning, the agent often begins by randomly 
exploring until it reaches its goal.

1

2

75

4

3

6
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• When it reaches the goal, credit is propagated back to its previous states.
• Simplest case: the agent learns the function 𝑄!(𝑠, 𝑎), which gives the 

cumulative expected discounted reward of being in state 𝑠 and taking action
𝑎 and acting according to policy 𝜋 thereafter. Modern uses PPO.

RL in a nutshell: remember what got you there
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Eventually, the agent learns the value of being in each state and 
taking each action and can therefore always do the best thing in
each state. This behavior is then represented as a policy.

RL in a nutshell: learn a policy for behavior
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Train an evaluation model to determine how good an output is.
1. Have humans rate outputs.
2. Train an evaluation model on those ratings. In RL, that 

evaluation model is called a reward function.

Use that evaluation model to guide autonomous learning.
• Begin with the language model trained on the internet.

Instruction Tuning: Reinforcement Learning 
with Human Feedback (RLHF)

RLHF: Reinforcement Learning with Human Feedback
https://openai.com/research/instruction-following
https://arxiv.org/pdf/2203.02155.pdf

https://openai.com/research/instruction-following
https://arxiv.org/pdf/2203.02155.pdf
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Outline

• How LLMs “think”

• Grounding LLMs with a cognitive foundation

• Expanding LLMs with GOFAI
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A cognitive foundation will lead to a deeper 
understanding

Multi-modal curriculum learning: objects instead of just words

Time flies like an arrow

Upper layers of Transformer

Real-world objects

?
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key
query
value

Σ

querykey

weighted value = weight × value
key " query = weight weighted values

weighted value = weight × value
key " query = weight

query key

key
query
value

key
query
value

key
query
value

key
query
value

A cognitive foundation will lead to a deeper 
understanding
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Origin of Life
Moving toward 
resources

Moving away 
from threats

Striving to 
maintain 
metabolism

Purpose begins 
with a connection 
between a sensor 
and effector

Origin of life

During evolution, purpose came into being when by chance the first sensor 
element connected to the first effector (motor) element [10].

The purpose of life is to maintain metabolism.

Actions allow the agent to run experiments to expose spurious correlations.

Curriculum learning entails specifying that some tokens are more important to 
predict than others. What is important to predict will depend on the type of 
robot or specialized AI you want to build.
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Origin of Life
Moving toward 
resources

Moving away 
from threats

Striving to 
maintain 
metabolism

Purpose begins 
with a connection 
between a sensor 
and effector

Development of Mind
World ontology Fundamental patterns
• Places
• Objects
• Forms

• Agents
• Social patterns
• Number

• Perceptual patterns
• Force, inside-outside

• Action patterns
• Grasping, running

Development 
of mind

The developmental psychologist 
Elizabeth Spelke describes the 
ontology used by the human mind 
as consisting of six systems of core 
knowledge [11-12].

Alongside this world ontology is a set of fundamental 
patterns that seem to enable many of our cognitive 
abilities. Perceptual patterns include those such as 
force and inside-outside. 

We understand the world in terms of these patterns 
[3,4,7]. These patterns likely evolved by being useful 
for one decision and were then reused by evolution 
for many decisions, even later becoming abstract 
through metaphor [13]

At this level,, curriculum learning 
entails training data that represents 
basic objects, relationships, and 
interactions
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Pre-literate Learning

What a toddler learns running
around the living room and 
with shared attention with caregivers

Origin of Life
Moving toward 
resources

Moving away 
from threats

Striving to 
maintain 
metabolism

Purpose begins 
with a connection 
between a sensor 
and effector

Development of Mind
World ontology Fundamental patterns
• Places
• Objects
• Forms

• Agents
• Social patterns
• Number

• Perceptual patterns
• Force, inside-outside

• Action patterns
• Grasping, running

Pre-literate 
Learning

Children learn through exploration and 
through shared attention with 
caregivers [7,16,17]. 

At this level, curriculum learning entails 
properties and interactions of specific 
kinds of objects, especially the kinds of 
objects that are of interest to your 
domain.

Tiny models 
https://www.reddit.com/r/MachineLearni
ng/comments/13j0spj/r_tiny_language_m
odels_below_10m_parameters_or/

https://www.reddit.com/r/MachineLearning/comments/13j0spj/r_tiny_language_models_below_10m_parameters_or/
https://www.reddit.com/r/MachineLearning/comments/13j0spj/r_tiny_language_models_below_10m_parameters_or/
https://www.reddit.com/r/MachineLearning/comments/13j0spj/r_tiny_language_models_below_10m_parameters_or/
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Pre-literate Learning

What a toddler learns running
around the living room and 
with shared attention with caregivers

Internet content

Consuming blogs, news 
articles, essays, code, 
comics, videos, …

Origin of Life
Moving toward 
resources

Moving away 
from threats

Striving to 
maintain 
metabolism

Purpose begins 
with a connection 
between a sensor 
and effector

Development of Mind
World ontology Fundamental patterns
• Places
• Objects
• Forms

• Agents
• Social patterns
• Number

• Perceptual patterns
• Force, inside-outside

• Action patterns
• Grasping, running

Current LLMs 
are trained 
only by what is 
floating on top
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Robots can watch YouTube and learn to 
imitate, analogous to ChatGPT

Multimodal, language and object 
manipulation

The trick is the tokenization of events in video, 
but Google has made some good progress
Robotics Transformer 1 (RT-1)
• Transformer model trained by copying demonstrations
• Predict the next most likely action based on what it has learned from the demonstrations
https://blog.google/technology/ai/helping-robots-learn-from-each-other/
https://ai.googleblog.com/2022/12/rt-1-robotics-transformer-for-real.html
https://robotics-transformer.github.io/assets/rt1.pdf

Imitation Learning from Video with 
Transformers

https://blog.google/technology/ai/helping-robots-learn-from-each-other/
https://ai.googleblog.com/2022/12/rt-1-robotics-transformer-for-real.html
https://robotics-transformer.github.io/assets/rt1.pdf
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Imitation Learning from Video with 
Transformers

Image used with permission.
Thanks Keerthana Gopalakrishnan!
@keerthanpg

The trick is the tokenization of events in video, 
but Google has made some good progress
Robotics Transformer 1 (RT-1)
• Transformer model trained by copying demonstrations
• Predict the next most likely action based on what it has learned from the demonstrations
https://blog.google/technology/ai/helping-robots-learn-from-each-other/
https://ai.googleblog.com/2022/12/rt-1-robotics-transformer-for-real.html
https://robotics-transformer.github.io/assets/rt1.pdf

https://blog.google/technology/ai/helping-robots-learn-from-each-other/
https://ai.googleblog.com/2022/12/rt-1-robotics-transformer-for-real.html
https://robotics-transformer.github.io/assets/rt1.pdf
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Reinforcement learning trained in 
simulation

Microsoft Flight Simulator 
https://www.flightsimulator.com/

AI2Thor by Allen AI 
https://ai2thor.allenai.org/

https://www.flightsimulator.com/
https://ai2thor.allenai.org/
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Reinforcement learning trained in 
simulation

There has been some exciting progress in the area from DeepMind and others
https://www.deepmind.com/blog/from-motor-control-to-embodied-intelligence Soccer!

Decision transformers
https://huggingface.co/blog/decision-transformers

https://deumbra.com/2022/08/rllib-for-deep-hierarchical-
multiagent-reinforcement-learning/

https://www.deepmind.com/blog/from-motor-control-to-embodied-intelligence
https://huggingface.co/blog/decision-transformers
https://deumbra.com/2022/08/rllib-for-deep-hierarchical-multiagent-reinforcement-learning/
https://deumbra.com/2022/08/rllib-for-deep-hierarchical-multiagent-reinforcement-learning/
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Outline

• How LLMs “think”

• Grounding LLMs with a cognitive foundation

• Expanding LLMs with GOFAI
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Words, communication,
internet content Mental scene Possibilities

LLMs are 
great at this

LLMs are less good at this, 
especially multiple steps 
into novel possibilities

“The table is on 
the table”

• If you want to pick up top table, you 
must first walk to the table

• If you push the bottom table, the top 
table will fall

• Party guests will think this is weird 
looking.

LLMs are great at what we do subconsciously
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Possibilities for expanding LLMs with GOFAI
1. Expand to tools: WolframAlpha, web search, travel sites
2. Generate code to write GOFAI tools: first-order logic
3. Use simulation as a tool
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Writing GOFAI Autonomously

Classic AI question, can birds fly?

∀𝑥 𝑏𝑖𝑟𝑑 𝑥 → 𝑐𝑎𝑛_𝑓𝑙𝑦(𝑥)

Okay, okay

∀𝑥 𝑏𝑖𝑟𝑑 𝑥 ∧ 𝑓𝑙𝑦𝑖𝑛𝑔_𝑏𝑖𝑟𝑑(𝑥) → 𝑐𝑎𝑛_𝑓𝑙𝑦 𝑥

WKRP "As God as my witness, I 
thought turkeys could fly”
https://www.youtube.com/watch?v=lf3mgmEdfwg&ab_channel=EpicHouston

∀𝑥 𝑏𝑖𝑟𝑑 𝑥 ∧ 𝑓𝑙𝑦𝑖𝑛𝑔_𝑏𝑖𝑟𝑑(𝑥)
∧ 𝑛𝑜𝑡 𝑏𝑟𝑜𝑘𝑒𝑛_𝑤𝑖𝑛𝑔(𝑥) → 𝑐𝑎𝑛_𝑓𝑙𝑦 𝑥

Okay, okay

Okay, okay, what if it is covered 
in maple syrup?

https://www.youtube.com/watch?v=lf3mgmEdfwg&ab_channel=EpicHouston
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Building the hypothesis space: Manual 
Configuration

Embodied construction grammar https://github.com/icsi-berkeley

Protégé is another familiar 
example
https://protege.stanford.edu/

https://github.com/icsi-berkeley
https://protege.stanford.edu/
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“The table is on 
the table”

By directly applying force to 
the bottom one in the game 
engine, it observes the top 
table fall

LLMs could create simulations in Unity
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Recap of the talk
Three technologies enabled ChatGPT

Language Modeling

Transformers

Instruction Tuning

We can deepen LLM 
understanding by building a 
cognitive foundation using 
multi-modal curriculum learning

1. Enabling tool use
2. Enabling it to write GOFAI code
3. Enabling it to use simulation as a tool

We can
expand
LLMs by

To learn more, see my article in The Gradient
https://thegradient.pub/grounding-large-language-models-in-a-cognitive-foundation/

https://thegradient.pub/grounding-large-language-models-in-a-cognitive-foundation/
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